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Abstract. This paper has developed a Modified Bracketing Method for
solving nonlinear problems. The Modified Bracketing Method is mod-
ification of Bisection Method and Regula-Falsi Method, and it has sec-
ond order of convergence. The Modified Bracketing Method converges
quicker than Bisection Method, Regula-Falsi Method, Steffensen Method
and Newton Raphson Method. The comparison table-1 for different test
functions demonstrates the faster convergence of proposed method. EX-
CEL and C++ are implemented for the results and graphical representa-
tion.
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1. INTRODUCTION

For estimating a single root of nonlinear functions are imperative field of research in nu-
merical analysis, which applications arises in numerous outlets of applied and pure science
have deliberated in general framework of nonlinear problems (Iwetan, 2012), (Dalquist,
2008) and (Golbabai, 2007), such as non-linear equation

f(x) = 0 (1. 1)

Due to prominence of (1.1), one of the elementary technique such as bisection method is
used for estimating a root of nonlinear functions.

m =
a+ b

2
(1. 2)

The technique (1.2) is robust and slow convergence bisection technique (Biswa, 2012).
Bisection method is sure to converge for an continuous equations on interval [a,b] where
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f(a)f(b) less than 0. Alternative, regula-falsi method is another root finding technique for
solving nonlinear problems.

x =
af(b)− bf(a)

f(b)− f(a)
(1. 3)

The technique (1.3) is fast converging regula falsil technique as the assessment of bisection
method. Both techniques are a linearly convergence technique but in some cases regula-
falsi method suffers due to sluggish convergence. Illinois method improves the disadvan-
tage of a variant of regula-falsi technique in (Golbabai, 2007). Furthermore, modification
of regula-falsi method was performed by Sangah and Siyal [6-7]. Additionally, Countless
numerical methods had been suggested by using different techniques including quadrature
formula, homotopy perturbation method and its variant forms, Taylor series, divided dif-
ference and decomposition method (Solanki, 2014), (Chun, 2005), (Frontini, 2004), (Ab-
basbandy, 2003) and (Babolian, 2002). Likewise, some two-pint algorithms had been des-
ignated in literatures for solving non-linear equations. In similar investigation combined
the famous Bisection Method, Regula-Falsi Method and Newton Raphson method to offer
a method for estimating a single root of nonlinear problems with good accuracy as well as
iterated point of view by (Allame, 2012) and (Noor, 2006). Correspondingly, in this study a
Modified bracketing technique have been proposed, which is mixture of classical two-point
methods. The Modified bracketing method is appropriate for solving non-linear problems
on the predened interval. The proposed method is fast converging to approaching the root
and free from pitfall. The Modified bracketing method is simpler and easier to use.

2. MODIFIED BRACKETING METHOD

Let starting with initial value xo and x1, we draw a line through the points (xo, yo) and
(x1, y1), as validated in the figure.
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The point-slope form of this line is as follows

y =
f(x1)− f(x0)

x1 − x0
(x− x0) + f(x0) (2. 4)

For estimating the root of this line, the value of such that through resolving the following
equation for x:

0 =
f(x1)− f(x0)

x1 − x0
(x− x0) + f(x0) (2. 5)

The solution is

x = x0 −
x1 − x0

f(x1)− f(x0)
f(x0) (2. 6)

It is somewhat called Regula-Falsi Method. By using bisection method, we are modifying
(2.6), such as

x1 =
a+ b

2
(2. 7)

Where (a, b) be an interval, for better approximation we convert this interval into sub-
interval such as (a,(a+b)/2), if f(a)f((a+b)/2) greater than 0 exist, such as

x1 =
3a+ b

4
(2. 8)

As we know that b=a+h and rather ‘h‘ can be written as h=f(a), we get

b = a+ f(a) (2. 9)

Therefore, (2.9) Substitute in (2.8),

x1 = a+ 0.3f(a) (2. 10)

Where ‘a‘ is an initial guess, so we can write as a=xo

x1 = x0 + 0.3f(x0) (2. 11)

(2.11) substitute in (2.6), we get

x = x0 −
0.3f(x0)

f(x0 + 0.3f(x0))− f(x0)
f(x0) (2. 12)

In general,

xn+1 = xn − 0.3f2(xn)

f(xn + 0.3f(xn))− f(xn)
(2. 13)

Hence (2.13) is the Modified Bracketing Method.
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3. CONVERGENCE ANALYSIS

In this segment, given a key result in this paper. We will give here the Mathematical
proof that the proposed method (2.13) is 2nd-order convergence.

Proof

By using Taylor series, we are expanding

f(xn), f
2(xn) (3. 14)

and
f(xn + 0.3f(xn)) (3. 15)

only second order term about ‘a‘ and using

c =
f ′(a)

2f ′(a)
(3. 16)

such as
f(xn) = f ′(a)(en + ce2n) (3. 17)

Or
f2(x) = (e2)nf

′2(a)(1 + enc)
2 (3. 18)

f2(x) = e2nf
′2(a)(1 + 2enc) (3. 19)

and

f(xn + 0.3f(xn)) = f ′(a)[(en + 0.3f(xn)) + c(en + 0.3f(xn))
2] (3. 20)

By using(3.17)and (3.19), we get

f(xn + 0.3f(xn))− f(xn) = f ‘(a)[(en + 0.3f(xn)− en) + c[(en + 0.3f(xn))
2 − e2n]]

(3. 21)
f(xn + 0.3f(xn))− f(xn) = 0.3f(xn)f ‘(a)[1 + (2en + 0.3f(xn))c] (3. 22)

or

f(xn + 0.3f(xn))− f(xn) = 0.3f ′2(a)en(1 + cen)[1 + (2en + 0.3f ′(a)en(1 + cen))c]
(3. 23)

f(xn + 0.3f(xn))− f(xn) = 0.3f ′2(a)en[1 + 3enc+ 0.3cenf
′(a)] (3. 24)

By using (3.17), (3.19) and (3.21) in (2.13), we get

en+1 = en − (0.3e2nf
′2(a)(1 + 2enc))

(0.3f ′2(a)en[1 + 3enc+ 0.3cenf ′(a)])
(3. 25)

en+1 = en − (en(1 + 2enc))

[1 + 3enc+ 0.3cenf ′(a)]
(3. 26)

en+1 = en − en(1 + 2enc)[1 + en(3c+ 0.3cf ‘(a))]−1 (3. 27)

en+1 = en − en(1 + 2enc)[1− en(3c+ 0.3cf ′(a))] (3. 28)

en+1 = en − en[1− enc− 0.3cenf
′(a)] (3. 29)

en+1 = en − en + en[enc+ 0.3cenf
′(a)] (3. 30)
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Finally, we get
en+1 = e2n[c+ 0.3cf ′(a)] (3. 31)

Hence this is proven that the (2.13) has a Quadratically convergence.

4. NUMERICAL RESULTS

To analyze the Proposed Modified Bracketing Technique is practical on some examples
including algebraic and transcendental equations and related through the famous Regula-
Falsi Method,

x =
af(b)− bf(a)

f(b)− f(a)
(4. 32)

Steffensen Method,

xn+1 = xn − f2(xn)

f(xn + f(xn))− f(xn)
(4. 33)

and Newton Raphson Method,

xn+1 = xn − f(xn)

f ′(xn)
(4. 34)

From the above techniques, it has been observed by using C++ programing that the exist-
ing techniques keeping drawback and converge slowly in some cases but proposed method
haven‘t drawback and converge fastly in these cases. By the employment of these existing
techniques to solve the nonlinear functions, where not only demonstrate the method prac-
tically but also assist to check the validity of theoretic fallouts of proposed method. From
the results and graphical interpretations are deceptive that the modified algorithm is work-
ing faster than other conventional existing methods. Additionally, time component and the
number of iterations on modified algorithm and existing sectioning methods are justifiable
from the below graphical portrayal and data representation.
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5. CONCLUSION

This paper a Modified Bracketing Method has been suggested for estimating a root of
nonlinear functions. The proposed technique is a second order of convergence. Through-
out the study, it can be concluded that the Modified Bracketing Method is execution decent
in comparison of Regula-Falsi Method, Steffensen Method and Newton Raphson Method.
A Proposed Bracketing Method is fast converging to approaching the root and free from
pitfall. Henceforth the Modified Bracketing Method is performing-well, more efficient and
easy to employ with reliable results for solving non-linear equations.
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