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Abstract. In this paper, a modified factor-type estimator under two-phase
sampling has been suggested. The suggested estimator is obtained by in-
corporating information like coefficient of variation, kurtosis, skewness
and correlation coefficient in Shukla [9] estimator. The bias and MSE of
the estimator have been obtained under the conditions of optimality. The
efficiency of the proposed estimator with respect to the conventional esti-
mators considered in this study was compared empirically and the results
showed that the proposed estimator is more efficient. It is also observed
that the suggested estimator is more efficient than the corresponding es-
timators in case of fixed cost and incurred minimum cost for specified
precision.
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1. INTRODUCTION

The efficiency of ratio and product estimators solely depends on strong-positive and
strong-negative correlations respectively between the study and auxiliary variables. In
1993, Singh and Shukla suggested conventional factor-type estimator which is applicable
when correlations between the study and auxiliary variables are either positive or negative.
Ratio, product, factor-type and dual-to-ratio estimators completely depend on the knowl-
edge of population mean̄X of auxiliary variable. However, knowledge about population
meanX̄ may be unknown before the commencement of a survey due to limited resources
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(time, money and human) and lack of accessibility to all units of the population. In such
circumstances, the usual things to do is to estimate it by sample meanx̄1 based on the
preliminary sample of sizen1 such thatn1 > n2 . Also, judicious utilization of other infor-
mation of auxiliary variable like coefficient of variation, kurtosis and correlation coefficient
either at planning stage or at the design stage or at estimation stage helps to arrive at an
improved estimator compared to those, not utilizing auxiliary information (Choudhury and
Singh [1]). In this paper, a modified factor-type estimator under two-phase sampling using
functions of auxiliary variable mentioned above has been suggested and its properties have
been established.
Let Ω = {1, 2, ..., N} be a population of size N andY, X > 0 be two real valued vectors
in <N on theith unit of Ω(1 ≤ i ≤ N). Consider a preliminary large sampleS1 of size
n1 drawn from populationΩ by SRSWOR and secondary sampleS2 of sizen2 (n2 < n1)
drawn either of the following manners:
Case I: as a subset from the preliminary sample i.e.S2 ⊂ S1.
Case II: as an independent sample from population i.e.S2 ⊂ Ω.
Shukla [9] suggested a factor-type estimator for population mean under two-phase sam-
pling as;

ȳFTd = ȳ
(A + C) x̄1 + fBx̄

(A + fB) x̄1 + Cx̄
(1. 1)

where x̄ = 1
n2

n2∑
i=1

xi, x̄1 = 1
n1

n1∑
i=1

xi ȳ = 1
n2

n2∑
i=1

yi

d is an unknown positive real number to be estimated i.ed ∈ <+

The bias and MSE of̄yFTd under case I and II are respectively

Bias (ȳFTd)I = Ȳ Pθ3

[
ρxyCxCy − ψ4C

2
x

]
(1. 2)

Bias (ȳFTd)II = Ȳ P
[
(θ1ψ3 − θ2ψ4) C2

x + θ2ρxyCxCy

]
(1. 3)

MSE (ȳFTd)I = Ȳ 2
[
θ2C

2
y + θ3P

2C2
x + 2θ3PρxyCxCy

]
(1. 4)

MSE (ȳFTd)II = Ȳ 2
[
θ2C

2
y + θ4P

2C2
x + 2θ2PρxyCxCy

]
(1. 5)

whereθ1 = 1
n1
− 1

N , θ2 = 1
n2
− 1

N , θ3 = 1
n2
− 1

n1
, θ4 = θ1 + θ2

ψ1 =
A + C

A + fB + C
, ψ2 =

fB

A + fB + C
, ψ3 =

A + fB

A + fB + C
, ψ4 =

C

A + fB + C

P = ψ3 − ψ1 = ψ2 − ψ4

We observed that the factor-type estimatorȳFTd was more efficient than classical ratio
estimatorȳd

r if −2Cyx < P < 0 in case I and if−2Cyx (1 + δ)−1
< P < 0 in case II

whereδ = θ1θ
−1
2 .
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2. SUGGESTED CLASS OF ESTIMATOR

After studying the related estimators mentioned in section 1 and motivated by the work
of Singh and Agnihotri [5] defined as

ȳSA = ȳ

[
δ

(
axX̄ + bx

axx̄ + bx

)
+ (1− δ)

(
axx̄ + bx

axX̄ + bx

)]
(2. 6)

whereax > 0 and bx > 0 are some known parameters of auxiliary variableX such
as standard deviationσx, coefficient of variationCx, skewnessβ1(x), kurtosisβ2(x) and
correlation coefficientρxy, for instance, see Upadhyaya and Singh [11] and Singh and
Tailor [8]. We therefore suggest the estimator for population mean given by

ȳ
(d)
FTAA = ȳ

[(A + C) x̄1 + fBx̄] ax + [A + C + fB] bx

[(A + fB) x̄1 + Cx̄] ax + [A + C + fB] bx
(2. 7)

TABLE 1. Some Member of the Family of Estimatorȳ
(d)
FTAA

SN ax bx d Deduced Estimator

1 ax 6= 0 0 1 ȳ2
x̄1
x̄2

Sukhatme [9]

2 1 ρxy 1 ȳ2
x̄1+ρxy

x̄2+ρxy
Malik and Tailor [4]

3 a0 6= 0 0 2 ȳ2
x̄2
x̄1

product estimator

4 a0 6= 0 0 3 ȳ2
Nx̄1−nx̄2
(N−n)x̄1

Two-phase Dual-to-ratio estimator

5 1 0 d ȳ2
(A+C)x̄1+fBx̄2
(A+fB)x̄1+Cx̄2

Shukla [8]

6 a0 6= 0 0 4 ȳ

3. BIAS AND MEAN SQUARE ERROR OF THESUGGESTEDESTIMATOR

In order to study the properties of the suggested estimator, we define
∆ȳ2 =

(
ȳ2 − Ȳ

)
/Ȳ , ∆x̄1 =

(
x̄1 − X̄

)
/X̄, ∆x̄2 =

(
x̄2 − X̄

)
/X̄ such that

|∆ȳ2 | < 1, |∆x̄1 | < 1, |∆x̄2 | < 1.
Equation (2.7) can be expressed in terms of∆ȳ2 , ∆x̄1 and∆x̄2 as

ȳ
(d)
FTAA = Ȳ [1 + ∆ȳ2 ] [1 + δxψ1∆x̄1 + δxψ2∆x̄2 ] [1 + δxψ3∆x̄1 + δxψ4∆x̄2 ]

−1 (3. 8)

whereδx = axX̄
axX̄+bx

We now assume that|δxψ3∆x̄1 + δxψ4∆x̄2 | < 1 and(1 + δxψ3∆x̄1 + δxψ4∆x̄2)
−1 is ex-

pandable.
Using power series expansion, the simplification of equation (3.8) up to first order approx-
imationO

(
n−1

)
is given by

ȳ
(d)
FTAA − Ȳ = Ȳ

[
∆ȳ2 − δxP∆x̄1 + δxP∆x̄2 + δ2

xψ3P∆2
x̄1
− δ2

xψ4P∆2
x̄1

]
+δ2

x (ψ4 − ψ3)P∆x̄1∆x̄2 − δxP∆ȳ2∆x̄1 + δxP∆ȳ2∆x̄2

]
(3. 9)
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Under Case I
In case I, we have

E (∆ȳ2) = E (∆x̄2) = E (∆x̄1) = 0, E
(
∆2

x̄1

)
= θ1C

2
x

E
(
∆2

x̄2

)
= θ2C

2
x, E

(
∆2

ȳ2

)
= θ2C

2
y , E (∆ȳ2∆x̄1) = θ1ρxyCxCy

E (∆ȳ2∆x̄2) = θ2ρxyCxCy, E (∆x̄2∆x̄1) = θ1C
2
x



 (3. 10)

Taking expectation of (3.9) and using results of (3.10), the bias of the suggested estimator
to terms of ordern−1 is obtained as

Bias
(
ȳ
(d)
FTAA

)
I

= Ȳ Pθ3

[
δxρxyCxCy − δ2

xψ4C
2
x

]
(3. 11)

Squaring both sides of (3.9), then taking expectation and using results in (3.10), we obtain
the MSE of the suggested estimator to terms of ordern−1 as

MSE
(
ȳ
(d)
FTAA

)
I

= Ȳ 2
[
θ2C

2
y + θ3δ

2
xP 2C2

x + 2θ3δxPρxyCxCy

]
(3. 12)

Under Case II
In case II, we have

E (∆ȳ2) = E (∆x̄2) = E (∆x̄1) = 0, E
(
∆2

x̄1

)
= θ1C

2
x

E
(
∆2

x̄2

)
= θ2C

2
x, E

(
∆2

ȳ2

)
= θ2C

2
y , E (∆ȳ2∆x̄1) = θ1ρxyCxCy

E (∆ȳ2∆x̄2) = 0, E (∆x̄2∆x̄1) = 0



 (3. 13)

Taking expectation of (3.9) and using results of (3.13), the bias of the suggested estimator
to terms of ordern−1 is obtained as

Bias
(
ȳ
(d)
FTAA

)
II

= Ȳ P
[
θ2δxρxyCxCy + (θ1ψ3 − θ2ψ4) δ2

xC2
x

]
(3. 14)

Squaring both sides of (3.9), then taking expectation and using results in (3.13), we obtain
the MSE of the suggested estimator to terms of ordern−1 as

MSE
(
ȳ
(d)
FTAA

)
II

= Ȳ 2
[
θ2C

2
y + θ4δ

2
xP 2C2

x + 2θ2δxPρxyCxCy

]
(3. 15)

4. M INIMUM MSE OF ȳ
(d)
FTAA

Differentiate (3.12) partially with respect to and equate the result to zero as

∂

∂P
MSE

(
ȳ
(d)
FTAA

)
I

= Ȳ 2θ3

[
2PδxC2

x + 2δxρxyCxCy

]
= 0 (4. 16)

P = −Cyx/δx (4. 17)

Substitute (4.17) in (3.12), the minimumMSE
(
ȳ
(d)
FTAA

)
I

written asMSE
(
ȳ
(d)
FTAA

)
I min

is obtained as

MSE
(
ȳ
(d)
FTAA

)
I min

= Ȳ 2C2
y

[
θ2 − θ3ρ

2
xy

]
(4. 18)
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In order to estimate unknown valued ∈ <+ , P = −Cyx/δx obtained in section 4 and
P = ψ3 − ψ1 defined in section 1 are equated to obtain (4.19)
(
−Cyx

δx
− 1

)
d3 +

(
−Cyx

δx
f + f + 8Cyx

δx
+ 9

)
d2 −

(
−5f

Cyx

δx
+ 5f + 23Cyx

δx
+ 26

)
d

+
(
−4f

Cyx

δx
+ 4f + 22Cyx

δx
+ 24

)
= 0

(4. 19)

Also, differentiate (3.15) partially with respect toP and equate the result to zero as

∂

∂P
MSE

(
ȳ
(d)
FTAA

)
II

= Ȳ 2
[
2θ4Pδ2

xC2
x + 2θ2δxρxyCxCy

]
= 0 (4. 20)

P = −θ2Cyx/δxθ4 (4. 21)

Substitute (4.21) in (3.15), the minimumMSE
(
ȳ
(d)
FTAA

)
II

written as

MSE
(
ȳ
(d)
FTAA

)
II min

is obtained as

MSE
(
ȳ
(d)
FTAA

)
II min

= Ȳ 2C2
y

[
θ2 − θ2

2

θ4
ρ2

xy

]
(4. 22)

In order to estimate unknown valued ∈ <+ , P = −θ2Cyx/δxθ4 obtained in section 4 and
P = ψ3 − ψ1 defined in section 1 are equated to obtain (4.23)

(
−θ2Cyx

δxθ4
− 1

)
d3 +

(
−f

θ2Cyx

δxθ4
+ f + 8 θ2Cyx

δxθ4
+ 9

)
d2 −

(
−5f

θ2Cyx

δxθ4
+ 5f+

23 θ2Cyx

δxθ4
+ 26

)
d +

(
−4f

θ2Cyx

δxθ4
+ 4f + 22 θ2Cyx

δxθ4
+ 24

)
= 0

(4. 23)

By solving (4.19) and (4.23), at most 3 zerosd1, d2 andd3 of the polynomials for which
(2.7) is optimal under case I and II respectively will be obtained.

5. EFFICIENCY COMPARISONS

In this section efficiency of the suggested estimator is compared with efficiency of tra-
ditional factor-type estimator under case I and case II.
The efficiency of suggested estimatorȳ

(d)
FTAA and estimator̄yFTd suggested by Shukla [9]

are compared as,

MSE (ȳFTd)I −MSE
(
ȳ
(d)
FTAA

)
I

> 0 (5. 24)

Ȳ 2
[
θ2C

2
y + θ3P

2C2
x + 2θ3PρxyCxCy

]−
Ȳ 2

[
θ2C

2
y + θ3δ

2
xP 2C2

x + 2θ3δxPρxyCxCy

]
> 0

P < − 2ρxyCy

[δx + 1] Cx
(5. 25)

MSE (ȳFTd)II −MSE
(
ȳ
(d)
FTAA

)
II

> 0 (5. 26)
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Ȳ 2
[
θ2C

2
y + θ4P

2C2
x + 2θ2PρxyCxCy

]−
Ȳ 2

[
θ2C

2
y + θ4δ

2
xP 2C2

x + 2θ2δxPρxyCxCy

]
> 0

P < − 2 θ2
θ4

ρxyCy

[δx + 1] Cx
(5. 27)

The suggested estimatorȳ
(d)
FTAA is more efficient than estimator̄yFTd proposed by Shukla

[9] if P < − 2ρxyCy

[δx+1]Cx
andP < − 2

θ2
θ4

ρxyCy

[δx+1]Cx
whenS2 ⊂ S1 andS2 ⊂ ΩN respectively

6. DETERMINATION OF n1 AND n2 FOR THEFIXED COST C

Let c0 be the overhead cost,c1 be the cost of selecting and processing a single unit in
the first phase samplingn1 andc2 be the cost of selecting and processing a single unit in
the second phase samplingn2. The expected total cost of the survey is given by

C = c0 + c1n1 + c2n2 (6. 28)

Let us define a functionL1 for minimizing theMSE
(
ȳ
(d)
FTAA

)
and to obtain the optimum

values ofn1 andn2 for the Fixed CostC which is given as

L1 = MSE
(
ȳ
(d)
FTAA

)
− λ1(C − c0 − c1n1 − c2n2) (6. 29)

whereλ1 is the Lagrange multiplier.
Now, differentiatingL1 with respect ton1 andn2 and equate to zero, we have

n1 = Ȳ

√−2E2 − E1

λ1c1
(6. 30)

n2 = Ȳ

√
C2

y + E1 + 2E2

λ1c2
(6. 31)

whereE1 = δ2
xP 2C2

x , E2 = δxPρxyCxCy

By substituting the values ofn1 andn2 from (6.30) and (6.31) in (6.28), we have
√

λ1 = Ȳ E3/ (C − c0) (6. 32)

whereE3 =
√

c1 [−2E2 − E1] +
√

c2

[
C2

y + E1 + 2E2

]

Substituting (6.32) in (6.30) and (6.31), we have

n1 =
(C − c0)

E3

√−2E2 − E1

c1
(6. 33)

n2 =
(C − c0)

E3

√
C2

y + E1 + 2E2

c2
(6. 34)
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The optimumn1 andn2 are obtained by putting the optimum value ofP from (4.17) in
(6.33) and (6.34) and we have

nopt
1 =

(C − c0) ρxy(
c1ρxy +

√
c1c2

[
1− ρ2

xy

]) (6. 35)

nopt
2 =

(C − c0)
√

1− ρ2
xy(√

c1c2ρxy + c2

√
1− ρ2

xy

) (6. 36)

Hence, for the optimum values ofn1 andn2, the minimum MSE of̄y(d)
FTAA having neglect-

ing the term of order1/N is

MSE
(
ȳ
(d)
FTAA

)
min

= Ȳ 2C2
y

[
1

(C − c0)

{√(
1− ρ2

xy

)
c2 +

√
c1ρxy

}2
]

(6. 37)

7. DETERMINATION OF n1 AND n2 FOR SPECIFIED PRECISIONV

Let V be the specified variance of the estimatorȳ
(d)
FTAA fixed in advance. Then we have

V = MSE
(
ȳ
(d)
FTAA

)
(7. 38)

To minimize the costC for the specified varianceMSE
(
ȳ
(d)
FTAA

)
= V and to obtain the

optimum values ofn1 andn1, we defined a functionϕ1 given as

ϕ1 = (c0 + c1n1 + c2n2)− µ1

[
V −MSE

(
ȳ
(d)
FTAA

)]
(7. 39)

whereµ1 is the Lagrange multiplier.
Now, differentiatingϕ1 with respect ton1 andn2 and equate to zero, we have

n1 = Ȳ

√
−µ1 (E1 + 2E2)

c1
(7. 40)

n2 = Ȳ

√
µ1

(
C2

y + E1 + 2E2

)

c2
(7. 41)

By substituting the values ofn1 andn2 from (7.40) and (7.41) in (7.38), we have
√

µ1 = Ȳ E3/
(
V + Ȳ 2C2

y/N
)

(7. 42)

Substituting (7.42) in (7.40) and (7.41), we have

n1 = Ȳ 2 E3

V + Ȳ 2C2
y/N

√−E1 − 2E2

c1
(7. 43)

n2 = Ȳ 2 E3

V + Ȳ 2C2
y/N

√
C2

y + E1 + 2E2

c2
(7. 44)
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The optimumn1 andn2 are obtained by putting the optimum value ofP from (4.17) in
(7.43) and (7.44) and we have

nopt
1 = Ȳ 2C2

y

√
c2

[
1− ρ2

xy

]
+

√
c1ρ2

xy

V + Ȳ 2C2
y/N

ρxy√
c1

(7. 45)

nopt
2 = Ȳ 2C2

y

√
c2

[
1− ρ2

xy

]
+

√
c1ρ2

xy

V + Ȳ 2C2
y/N

√[
1− ρ2

xy

]

c2
(7. 46)

Hence, for the optimum values ofn1 andn2 , the minimum total cost to be incurred on
the use of̄y(d)

FTAA for the specified precision having neglecting the term of order1/N under
case I is

C
(
ȳ
(d)
FTAA

)
min

= c0 + Ȳ 2C2
y

{√
c2

[
1− ρ2

xy

]
+

√
c1ρ2

xy

}2

/V (7. 47)

8. EMPIRICAL STUDY

In order to investigate the efficiency of the suggested estimator, these two real popula-
tions were considered

Data1: Source (Cochran [2])

X̄ = 58.80, Ȳ = 101.1, Cx = 0.1281, Cy = 0.1445, ρ = 0.65, N = 20,
n = 8, n1 = 12

Data 2: Source (Das [3])

X̄ = 25.11, Ȳ = 39.07, Cx = 1.6198, Cy = 1.4451, ρ = 0.72, N = 278,
n = 60, n1 = 180

Data 3: Source (Singh [7] )

Ȳ = 555.43, X̄ = 878.16, C2
x = 1.5256, C2

y = 1.1086, ρxy = 0.8038

N = 50, C =6 S5000, c0 = 6 S2, 000, c1 = 6 S50, c2 = 6 S500, V = 27765.22
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TABLE 2. Mean Square Error of some Estimators under Case I using
Data 1

Pre.
sample

Sec.
sample

Estimators

n1 n Ratio es-
timator

Dual-
to-ratio
estimator

Malik and
Tailor [4]
estimator

Suggested
estima-
tor

Sample
mean

3 2 83.00082 91.82996 82.84109 81.01121 96.03964
6 4 36.16488 38.43371 36.08501 35.17007 42.68428
9 6 20.55289 20.75449 20.49965 19.88969 24.89917
12 8 12.7469 12.28045 12.70697 12.2495 16.00661

TABLE 3. Mean Square Error of some Estimators under Case II using
Data 1

Pre.
sample

Sec.
sample

Estimators

n1 n Ratio es-
timator

Dual-
to-ratio
estimator

Malik and
Tailor [4]
estimator

Suggested
estimator

Sample
mean

3 2 108.3572 85.2602 106.8924 71.14027 96.03964
6 4 46.60575 33.70591 45.98851 31.29432 42.68428
9 6 26.02192 18.07799 25.68719 17.99548 24.89917
12 8 15.73001 11.78436 15.53654 11.32467 16.00661

TABLE 4. MSE of Shukla [9] and Suggested Factor-type estimators us-
ing Data 1

Values ofd Estimators
Shukla [9] Suggested

Case I Case II Case I Case II
1 3.8543 10.09715 3.8144 9.943618
5 5.5232 6.01545 5.5382 6.023696
10 3.3704 6.776089 3.3754 6.722319
15 3.4045 7.866532 3.3948 7.777846
20 3.4869 8.440236 3.4694 8.334295
30 3.5954 9.01004 3.5702 8.887422
40 3.6563 9.289849 3.6273 9.159174
50 3.6944 9.455469 3.6631 9.32006
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FIGURE 1. 3-Dimensional Pyramid for MSE in Table 2

FIGURE 2. 3-Dimensional Pyramid for MSE in Table 3

TABLE 5. Mean Square Error of some Estimators under Case I using
Data 2

Pre.
sample

Sec.
sample

Estimators

n1 n Ratio es-
timator

Dual-
to-ratio
estimator

Malik and
Tailor [4]
estimator

Suggested
estimator

Sample
mean

45 15 62.11222 77.89603 61.18462 52.70719 83.0441
90 30 28.68793 33.97873 28.22413 23.98542 39.1539
135 45 17.5465 19.35707 17.2373 14.41149 24.5238
180 60 11.97579 12.10185 11.74389 9.62453 17.2088

From Tables 2, 3, 5 and 6 and figures 1, 2, 5, and 6 the results showed that the suggested
estimator has the least MSE among all the conventional estimators considered in this study.



A Modified Factor-type Estimator under Two-phase Sampling 69

FIGURE 3. PRE of Suggested estimator over Shukla [9] estimator in
table 4 for case I

FIGURE 4. PRE of Suggested estimator over Shukla [9] estimator in
table 4 for case II

This implies that the suggested estimator has higher accuracy than other traditional estima-
tors in the study in estimating finite population mean. The results of Tables 4 and 7 and
figures 3, 4, 7 and 8 revealed that the suggested estimator is more efficient than Shukla [9]
estimator for all values ofd ∈ (1, 50) except atd = 5 . From table 8, we observed that
for fixed cost, the suggested estimator has smaller MSE and more efficient than other esti-
mators. From table 9, we also observed that the expected costs incurred in using suggested
estimator is less in comparison to the expected costs incurred for other estimators in the
case of specified precision with exception of Shukla [9] estimator. Conclusively, informa-
tion like coefficient of variation, kurtosis, skewness and correlation coefficient of auxiliary
variable, if judiciously utilized, play important role in description of central values of the
study variable.
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TABLE 6. Mean Square Error of some Estimators under Case II using
Data 2

Pre.
sample

Sec.
sample

Estimators

n1 n Ratio es-
timator

Dual-
to-ratio
estimator

Malik and
Tailor [4]
estimator

Suggested
estimator

Sample
mean

45 15 84.15203 75.83887 81.73073 49.80879 83.04413
90 30 37.57953 32.41075 36.51312 22.95083 39.15388
135 45 22.05536 18.26333 21.44058 13.96978 24.5238
180 60 14.29328 11.44713 13.90432 9.450321 17.20876

TABLE 7. MSE of Shukla [9] and Proposed Factor-type estimators using
Data 2

Values
of d

Estimators

Shukla [9] Suggested

Case I Case II Case I Case II

MSE PRE MSE PRE MSE PRE MSE PRE

1 11.976 100 14.293 100 11.744 101.976 13.904 102.798
5 13.802 100 13.290 100 13.855 99.617 13.349 99.558
10 9.650 100 9.814 100 9.636 100.145 9.744 100.7184
15 10.135 100 11.010 100 10.050 100.846 10.833 101.634
20 10.533 100 11.778 100 10.409 101.191 11.546 102.009
30 10.988 100 12.602 100 10.827 101.487 12.315 102.331
40 11.228 100 13.023 100 11.049 101.620 12.711 102.455
50 11.376 100 13.278 100 11.186 101.699 12.949 102.541

TABLE 8. Relative Efficiency with respect to sample mean for Fixed
CostC

Estimators nopt
1 nopt

2 R.E (.)
Sample mean NA 6 100.00 (50163.15)∗

Ratio estimator 15 5 130.92 (38315.86)
Malik and Tailor estimator [4] 15 5 131.03(38281.52)
Shukla estimator [9] 16 4 145.76 (34413.96)
Suggested estimator 17 4 149.02 (33663.02)
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FIGURE 5. 3-Dimensional Pyramid for MSEs in Table 5

FIGURE 6. 3-Dimensional Pyramid for MSE in Table 6

TABLE 9. Expected cost of the Estimators for the specified PrecisionV

Estimators nopt
1 nopt

2 Expected Cost66 S
Sample mean NA 9 4,500
Ratio estimator 21 6 4,050
Malik and Tailor estimator [4] 21 6 4,050
Shukla estimator [9] 21 5 3,550
Suggested estimator 21 5 3,550
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FIGURE 7. PRE of Suggested estimator over Shukla [9] estimator in
table 7 for case I

FIGURE 8. PRE of Suggested estimator over Shukla [9] estimator in
table 7 for case II
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