Punjab University
Journal of Mathematics (ISSN 1016-2526)
Vol. 49(2)(2017) pp. 59-73

A Modified Factor-type Estimator under Two-phase Sampling

A. Audu
Department of Mathematics,
Usmanu Danfodiyo University, P. M. B. 2346, Sokoto, Nigeria,
Email: ahmed.audu@udusok.edu.ng

A. A. Adewara
Department of Statistics,
University of llorin, P. M. B 1515, llorin, Kwara State, Nigeria,
Email: aaadewara@gmail.com

Received: 12 August, 2016 / Accepted: 19 December, 2016 / Published online: 25 May,
2017

Abstract. In this paper, a modified factor-type estimator under two-phase
sampling has been suggested. The suggested estimator is obtained by in-
corporating information like coefficient of variation, kurtosis, skewness
and correlation coefficient in Shukla [9] estimator. The bias and MSE of
the estimator have been obtained under the conditions of optimality. The
efficiency of the proposed estimator with respect to the conventional esti-
mators considered in this study was compared empirically and the results
showed that the proposed estimator is more efficient. It is also observed
that the suggested estimator is more efficient than the corresponding es-
timators in case of fixed cost and incurred minimum cost for specified
precision.
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1. INTRODUCTION

The efficiency of ratio and product estimators solely depends on strong-positive and
strong-negative correlations respectively between the study and auxiliary variables. In
1993, Singh and Shukla suggested conventional factor-type estimator which is applicable
when correlations between the study and auxiliary variables are either positive or negative.
Ratio, product, factor-type and dual-to-ratio estimators completely depend on the knowl-
edge of population meal of auxiliary variable. However, knowledge about population
meanX may be unknown before the commencement of a survey due to limited resources
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(time, money and human) and lack of accessibility to all units of the population. In such
circumstances, the usual things to do is to estimate it by sample mebased on the
preliminary sample of size, such that; > ns . Also, judicious utilization of other infor-
mation of auxiliary variable like coefficient of variation, kurtosis and correlation coefficient
either at planning stage or at the design stage or at estimation stage helps to arrive at an
improved estimator compared to those, not utilizing auxiliary information (Choudhury and
Singh [1]). In this paper, a modified factor-type estimator under two-phase sampling using
functions of auxiliary variable mentioned above has been suggested and its properties have
been established.

LetQ = {1,2,..., N} be a population of size N arid X > 0 be two real valued vectors

in RV on thei’™ unit of Q (1 < < N). Consider a preliminary large sampfig of size

ny drawn from populatiorf2 by SRSWOR and secondary samgleof sizeny (ne < nq)

drawn either of the following manners:

Case I: as a subset from the preliminary sampleSz,eC S;.

Case II: as an independent sample from populatiorthec (2.

Shukla [9] suggested a factor-type estimator for population mean under two-phase sam-
pling as;

(A+C)z1 + fBZ

=9 1.1
YFTd y(A—l—fB)JZ’l—i—C’a? ( )
where f:éifﬂi» flzn%iwi ?7271222:%
=1 =1 =1
d is an unknown positive real number to be estimated ief™"
The bias and MSE afzr4 under case | and Il are respectively
Bias (Jrra); = Y P05 [pryCuCy — ¢¥4C2) 1.2
Bias (§rra);; = Y P [(0193 — 02101) C2 + 0205, CCy | (1. 3)
MSE (jrra); = Y? [02C) + 05P>C7 + 203 P,y CC, | (1. 4)
MSE (Jrra);; = Y? [62C] + 04P*C} + 20, Ppyy CoC,)| (1.5)
Whereﬁlzn—ll—% s 92:7%2—% R 93:%2—;11 s 04 = 01 + 05
oy = A+C by = /B s = A+ fB e = C
" A+ fB+C P A+ fB+C P A+ fB+C’ ' A+ fB+C

P =13 —11 =1 — 1y

We observed that the factor-type estimaggr, was more efficient than classical ratio
estimatory? if —2C,, < P < 0in case | and if-2C,, (1+ )" < P < 0in case I
whered = 6,6,
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2. SUGGESTED CLASS OF ESTIMATOR

After studying the related estimators mentioned in section 1 and motivated by the work
of Singh and Agnihotri [5] defined as

amXerx ami‘i’bz
Jsa =7 |0 | ———— 1-0) ——— 2.6
y54 y{ <awx+bw)+( )(axX—i-bm)} ( )

wherea, > 0 andb, > 0 are some known parameters of auxiliary variallesuch
as standard deviation,, coefficient of variationC,,, skewness3, (), kurtosisf, .y and
correlation coefficienp,,,, for instance, see Upadhyaya and Singh [11] and Singh and
Tailor [8]. We therefore suggest the estimator for population mean given by
@  _[(A+C)x1 + fBxla, +[A+C + fB]b,
Yrraa =Y — —
[(A+ fB)Z1 + CZla, + [A+ C + fB]b,

2.7)

TABLE 1. Some Member of the Family of Estimat@ifl%AA

SN ag b, d Deduced Estimator
1 a,#0 0 1 @72% Sukhatme [9]
2 1 pay 1 gzﬁ Malik and Tailor [4]
3 a#A0 0 2 g2 2* product estimator
4 as#0 0 3 7 1(\7]3,"1_;7)’;712 Two-phase Dual-to-ratio estimator
— (A+C)z1+ fBx:
6 a0 0 4 7

3. BIAS AND MEAN SQUARE ERROR OF THESUGGESTEDESTIMATOR

In order to study the properties of the suggested estimator, we define

Ay, =(-Y) /Y, Az, = (71— X) /X, Az, = (T2 — X) /X such that
‘Aﬂ2| < 1a |Ai1| < 1? |Ai2| <L
Equation (2.7) can be expressed in term&gf, Az, andAz, as

g(F(‘iT)“AA =Y [1 + Aﬂz] [1 + 5leAil + 5Iw2Af2} [1 + 5mw3Ai’1 + 5xw4Ai2]71 (3 8)
whered, = e
We now assume thad, s Az, + 0,004z, < Land(1 + 6,130, + 6,04A5,) " is ex-
pandable.
Using power series expansion, the simplification of equation (3.8) up to first order approx-
imationO (n~!) is given by

G aa =Y =Y [Ay, — 6,PAs, + 6, PAs, + 0203 PAZ — 6290, PA2 |
+592L’ (¢4 - 1/13) PAilAlf’z - 5$PA§2A51 + 695PA172A3_02]
(3.9)
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Under Case |
In case |, we have
E(Agz)ZE(Am):E(A ) =0, E(A% ) = 6,C2
E(A3,) = 6:C3, E (A7) = 6:C5, E(A ZAII) 0102y CCy (3. 10)
E(AyQAiz) = ngIyC C E(A A ) —
Taking expectation of (3.9) and using results of (3.10), the bias of the suggested estimator
to terms of order~! is obtained as

Bias (ggii}AA)I = Y P03 [0,pryCaCly — 6204C2] (3. 11)

Squaring both sides of (3.9), then taking expectation and using results in (3.10), we obtain
the MSE of the suggested estimator to terms of orderas

MSE (3hs) , = V2 (0202 + 0202P*C2 + 2036, Py oGy (3. 12)
Under Case Il
In case I, we have
E(Ay,) = E(Az,) = E(Asz,) =0, E(AZ) =6,C2
E (A%z) =0,C%2 F (A%Q) = 92(];, E(Ag,Az) = 01p3,CCy (3. 13)
E (A172A§f2) = 07 ) (AizAfl) =0

Taking expectation of (3.9) and using results of (3.13), the bias of the suggested estimator
to terms of order,~! is obtained as

Bias (g}f%AA)H — Y P [026,p2yCoCy + (0153 — O214) 52C2] (3. 14)

Squaring both sides of (3.9), then taking expectation and using results in (3.13), we obtain
the MSE of the suggested estimator to terms of orderas

MSE (yFTAA) V2 [05C2 + 0402 P>C2 + 2656, Py CoC,y| (3. 15)

4. MINIMUM MSE OFg}%AA

Differentiate (3.12) partially with respect to and equate the result to zero as

%MSE (9554 A) = V205 [2P6,C2 + 25,94y CoC,] =0 (4. 16)

P =-Cy/0, (4. 17)

Substitute (4.17) in (3.12), the minimuhd S & (g;d}AA) written asM SE (yFTAA)
is obtained as fmin

MSE (yF%AA>ImiII - }7205 [92 - 93p§31/:| (4 18)
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In order to estimate unknown valdee R* , P = —C,,/d, obtained in section 4 and
P = ¢35 — 1)1 defined in section 1 are equated to obtain (4.19)

(-2 1) a8+ (G4 f4892 +9) a2 - (- 5f =4 5f + 235 4 26) d

+(- Qe +24) =0
(4. 19)
Also, differentiate (3.15) partially with respect tdand equate the result to zero as
8—PMSE (y;?%AA) V2 [20, P62C2 + 20304p2yCaCy] = (4. 20)
P = —0,Cys/6,04 (4.21)
Substitute (4.21) in (3.15), the minimufd SE (yiii%AA) written as
MSE (y}d}AA) _ is obtained as
(d) 2002 03 o
MSE (3han),,, = VC |02 = 202, (4. 22)

In order to estimate unknown valdes R* , P = —6,C,, /4,04 obtained in section 4 and
P =3 — 1, defined in section 1 are equated to obtain (4.23)

(% — 1) d3—|— ( f@chm +f+8920y1 )dQ _ (_5']@M +5f+

23%Ge +26) d+ (—47 %5 +4f +22%5= +24) =0
(4. 23)

By solving (4.19) and (4.23), at most 3 zembs d, andds of the polynomials for which
(2.7) is optimal under case | and Il respectively will be obtained.

5. EFFICIENCY COMPARISONS

In this section efficiency of the suggested estimator is compared with efficiency of tra-
ditional factor-type estimator under case | and case |Il.
The efficiency of suggested estimagi?% 44 and estimatofzr4 suggested by Shukla [9]
are compared as,

Y? [9203 + €3PQC£ + 293pry0l(]y} —
V2 [02C2 + 0362 P2C2 + 2036, P pay CoC,y] > 0

2024CYy

P <« VY
< [0 +1] Cy

(5. 25)

MSE (§rra);; — MSE (yF%AA)H >0 (5. 26)
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Y2 [6‘205 +ﬂ4P203 + 262pryCsz] —
Y2 [0:C2 4 0462 P*C2 + 2026, Ppay C.Cy] > 0

20*20;8 C,
P<- W 5.27
[0z +1]Cy ( )
The suggested estimat@ﬁf’% 4.4 1S more efficient than estimatgr4 proposed by Shukla
92,..C, .
[9]if P < — [gfﬁ%x andP < —% whenS; C S1 andSs C Qu respectively

6. DETERMINATION OF nqy AND ny FOR THEFIXED COSTC

Let ¢y be the overhead cost; be the cost of selecting and processing a single unit in
the first phase sampling; andc, be the cost of selecting and processing a single unit in
the second phase sampling. The expected total cost of the survey is given by

C = co+ ciny + caneg (6 28)
Let us define a functioi; for minimizing theM SE (g}d}AA) and to obtain the optimum
values ofn; andns, for the Fixed Cost” which is given as

Ll =MSE <g§g%AA) - )\1(0 — Cop —C1Nny — Cg’ﬂg) (6 29)

where); is the Lagrange multiplier.
Now, differentiatingL, with respect ta:; andny and equate to zero, we have

n=Y —2B; — By (6. 30)
)\161
_ [C2+ E; +2E
ng =Y Gy T ot 28 (6. 31)

A1ca

whereE, = 62P2C2, Ey = 6,Pp,yC,C,y
By substituting the values of; andn, from (6.30) and (6.31) in (6.28), we have

VA =YEs/ (C - c) (6. 32)

WhereE3 = &1 [—2E2 — El] + \/CQ [C; + Eq + 2E2]
Substituting (6.32) in (6.30) and (6.31), we have

(C - Co) 72E2 — E1
Es c

(6. 33)

ny =

(C - Co) C; + E1 + 2E2
Es o

Nog =

(6. 34)
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The optimumn,; andns are obtained by putting the optimum value Bffrom (4.17) in
(6.33) and (6.34) and we have
nfl’Pt _ (O — CO) Pxy (6 35)
(Clpxy +y/eea [1 - piy])

ot — (€ —co)y/1-12, (6. 36)
(\/@Pw +c M>

Hence, for the optimum values of andn,, the minimum MSE o@FTAA having neglect-
ing the term of ordet/ is

2
MSE (yFTAA) =Y?Cy (Ciico) { (1-p2,)c2+ \/apw} ] (6. 37)

min

7. DETERMINATION OF n; AND no FOR SPECIFIED PRECISION

Let V' be the specified variance of the estimaj&; 4 fixed in advance. Then we have
V = MSE (§.44) (7. 38)

To minimize the cosC for the specified variancé/ SE (g;ii%AA) = V and to obtain the
optimum values ofi; andn, we defined a functior, given as

o1 = (co+ c1ny + cang) — [V MSE (yFTAAﬂ (7. 39)

wherey; is the Lagrange multiplier.
Now, differentiatingp; with respect tar; andn, and equate to zero, we have

= [—p1 (E1 +2E,)

n =Yy —7 (7. 40)
C1
_ C?2 + F, +2FE
ngzy\/’“(y 1+ 28s) (7. 41)
C2
By substituting the values of; andny from (7.40) and (7.41) in (7.38), we have
Vi =YEs/(V+Y?C,/N) (7. 42)
Substituting (7.42) in (7.40) and (7.41), we have
_ Es —E, — 2E,
=Y? _ 7.43
" viveer/N o (7.4
_ C2+ Ey, +2E
ny =72 L8 T (7. 44)

V—FYQC%/N Co
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The optimumn,; andns are obtained by putting the optimum value Bffrom (4.17) in
(7.43) and (7.44) and we have

noPt — v202 \/62 [1 B P%y] + \/C1p%y Pzy
! v V+Y2C2/N Ve

1
_ 92 2
ot _ p200 \/02 1 p;ry} + \/Clpa:y [1- piy} (7. 46)
? v V+Y2C2/N c2 '

Hence, for the optimum values af, andn, , the minimum total cost to be incurred on

the use o@fﬁ}AA for the specified precision having neglecting the term of o?ﬂ@@runder
case |l is

2
C (g}d}AA)mm — co+ V202 {\/c2 [1—p2,] + \/clpgy} i (7. 47)

8. EMPIRICAL STUDY

(7. 45)

In order to investigate the efficiency of the suggested estimator, these two real popula-
tions were considered

Datal: Source (Cochran [2])
X =58.80, Y =101.1, C, = 0.1281, C, = 0.1445, p = 0.65, N = 20,
n=38, ng =12

Data 2: Source (Das [3])

X =25.11, ¥ =39.07, C, = 1.6198, C,, = 14451, p=0.72, N = 278,
n =60, n; =180

Data 3: Source (Singh [7])
Y =555.43, X = 878.16, C; = 1.5256, C; = 1.1086, pp, = 0.8038

N =50, C = 85000, co = 52,000, c; = 550, ca = 5500, V = 27765.22
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TABLE 2. Mean Square Error of some Estimators under Case | using

Data 1
Pre. Sec. Estimators
sample| sample
n n Ratio es-| Dual- Malik and | SuggestedSample
timator | to-ratio Tailor [4] | estima- | mean
estimator | estimator | tor
3 2 83.00082 91.82996 | 82.84109 | 81.01121 96.03964
6 4 36.16488 38.43371 | 36.08501 | 35.17007 42.68428
9 6 20.55289 20.75449 | 20.49965 | 19.88969 24.89917
12 8 12.7469 | 12.28045 | 12.70697 | 12.2495 | 16.00661
TaBLE 3. Mean Square Error of some Estimators under Case Il using
Data 1
Pre. Sec. Estimators
sample| sample
ny n Ratio es-| Dual- Malik and | Suggested| Sample
timator | to-ratio Tailor [4] | estimator | mean
estimator | estimator
3 2 108.3572 85.2602 | 106.8924 | 71.14027 | 96.03964
6 4 46.60575 33.70591 | 45.98851 | 31.29432 | 42.68428
9 6 26.02192 18.07799 | 25.68719 | 17.99548 | 24.89917
12 8 15.73001 11.78436 | 15.53654 | 11.32467 | 16.00661
TABLE 4. MSE of Shukla [9] and Suggested Factor-type estimators us-
ing Data 1
Values ofd Estimators
Shukla [9] Suggested
Case | Casel I Case | Casel ll
1 3.8543 10.09715 3.8144 9.943618
5 5.5232 6.01545 5.5382 6.023696
10 3.3704 6.776089 3.3754 6.722319
15 3.4045 7.866532 3.3948 7.777846
20 3.4869 8.440236 3.4694 8.334295
30 3.5954 9.01004 3.5702 8.887422
40 3.6563 9.289849 3.6273 9.159174
50 3.6944 9.455469 3.6631 9.32006
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FIGURE 2. 3-Dimensional Pyramid for MSE in Table 3

TABLE 5. Mean Square Error of some Estimators under Case | using

Data 2
Pre. Sec. Estimators
sample| sample
n1 n Ratio es-| Dual- Malik and | Suggested| Sample
timator | to-ratio Tailor [4] | estimator | mean
estimator | estimator
45 15 62.11222 77.89603 | 61.18462 | 52.70719 | 83.0441
90 30 28.68793 33.97873 | 28.22413 | 23.98542 | 39.1539
135 45 17.5465 | 19.35707 | 17.2373 | 14.41149 | 24.523§
180 60 11.97579 12.10185 | 11.74389 | 9.62453 | 17.2084

From Tables 2, 3, 5 and 6 and figures 1, 2, 5, and 6 the results showed that the suggested
estimator has the least MSE among all the conventional estimators considered in this study.
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100 Shukla

FIGURE 3. PRE of Suggested estimator over Shukla [9] estimator in
table 4 for case |

Shukla

s 7 Suggested

FIGURE 4. PRE of Suggested estimator over Shukla [9] estimator in
table 4 for case Il

This implies that the suggested estimator has higher accuracy than other traditional estima-
tors in the study in estimating finite population mean. The results of Tables 4 and 7 and
figures 3, 4, 7 and 8 revealed that the suggested estimator is more efficient than Shukla [9]
estimator for all values of € (1, 50) except ail = 5 . From table 8, we observed that

for fixed cost, the suggested estimator has smaller MSE and more efficient than other esti-
mators. From table 9, we also observed that the expected costs incurred in using suggested
estimator is less in comparison to the expected costs incurred for other estimators in the
case of specified precision with exception of Shukla [9] estimator. Conclusively, informa-
tion like coefficient of variation, kurtosis, skewness and correlation coefficient of auxiliary
variable, if judiciously utilized, play important role in description of central values of the
study variable.
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TABLE 6. Mean Square Error of some Estimators under Case Il using

Data 2
Pre. Sec. Estimators
sample| sample
ny n Ratio es-| Dual- Malik and | Suggested Sample

timator | to-ratio Tailor [4] | estimator | mean
estimator | estimator
45 15 84.15203 75.83887 | 81.73073 | 49.80879 | 83.04413
90 30 37.57953 32.41075 | 36.51312 | 22.95083 | 39.15388
135 45 22.05536 18.26333 | 21.44058 | 13.96978 | 24.5238
180 60 14.29328 11.44713 | 13.90432 | 9.450321| 17.20876

TABLE 7. MSE of Shukla [9] and Proposed Factor-type estimators using

Data 2
Estimators
Values
of d
Shukla [9] Suggested
Case | Case ll Case | Case Il
MSE PRE | MSE PRE | MSE PRE MSE PRE

1 11.976| 100 14.293| 100 | 11.744| 101.976 13.904 | 102.798
5 13.802 | 100 13.290| 100 | 13.855|99.617 | 13.349 | 99.558
10 9.650 | 100 9.814 | 100 | 9.636 | 100.1459.744 | 100.7184
15 10.135| 100 11.010| 100 | 10.050| 100.846 10.833 | 101.634
20 10.533| 100 11.778| 100 | 10.409| 101.191 11.546 | 102.009
30 10.988 | 100 12.602| 100 | 10.827| 101.487 12.315| 102.331
40 11.228| 100 13.023| 100 | 11.049| 101.620 12.711| 102.455
50 11.376| 100 13.278| 100 | 11.186| 101.699 12.949 | 102.541

TABLE 8. Relative Efficiency with respect to sample mean for Fixed

CostC

Estimators nP" g [ R.E()

Sample mean NA 6 100.00 (50163.15)

Ratio estimator 15 5 130.92 (38315.86)

Malik and Tailor estimator [4]| 15 5 131.03(38281.52)

Shukla estimator [9] 16 4 145.76 (34413.96)

Suggested estimator 17 4 149.02 (33663.02)
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TABLE 9. Expected cost of the Estimators for the specified Precigion

Estimators nP" [ nP" | Expected Cosfs
Sample mean NA |9 4,500
Ratio estimator 21 6 4,050
Malik and Tailor estimator [4]| 21 6 4,050
Shukla estimator [9] 21 5 3,550
Suggested estimator 21 5 3,550
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