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Abstract. Global Optimization has become an important branch of math-
ematical analysis and numerical analysis in the recent years. Practical ex-
ample of the optimization problems including the design and optimization
of electrical circuit in electrical engineering, object packing problems, the
Gibbs free energy in chemical engineering and the Protein structure pre-
diction problems. Genetic algorithm (GA) is one of the most popular pop-
ulation based and stochastic nature based techniques in the field of evo-
lutionary computation (EC). GA mimics the process of natural evolution
and provides the maximum or minimum objective function value in a sin-
gle simulation run unlike traditional optimization methods. This paradigm
has great ability to efficiently locate the region in which the global opti-
mum of the test problems exists. However, sometime, it has difficulties
and spends much time to find the exact local optimum in the search space
of the given test suites and complicated real world optimization problems.
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In such a situation, local search (LS) techniques are very good tools to
handle these issues by incorporating them in the framework of evolution-
ary algorithms in order to improve further their global search process. In
this paper, we have incorporated the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) as local search optimizer in GA framework with a hope to alle-
viate the issues related to optimality and convergence of the original GA.
The performance of the suggested hybrid GA (HGA) have been examined
by selecting eight test problems from the widely used benchmark func-
tions. The suggested HGA have shown promising results for dealing with
most of the test problems compared to simple GA by implementing them
in a Matlab 2013 environment.

Keywords: Global optimization, Evolutionary Computation, Evolutionary Algorithms,
Genetic Algorithm, Hybridization, BFGS.

1. INTRODUCTION

Optimization problems have extreme importance in both mathematical analysis and evo-
lutionary computation (EC) having had wide applications in various disciplines of science
and engineering. In general, optimization can be divided into two categories depending on
whether the variables are continuous or discrete. A problems with discrete variables are
called combinatorial optimization problems. Continuous Optimization Problems having
had floating point variables. Combinatorial optimization problems have wide application
in the area of airline scheduling, production planning, location and distribution manage-
ment, internet routing and many others. However, Continuous optimization problems have
wide application in almost all engineering disciplines. A general optimization problem can
be expressed as a minimization (without loss of generality) problem as follows

Minimize F (x) = f1(x), f2(x), f3(x) . . . , fm(x) (1. 1)

subject to

{
gj(x) ≤ 0, j = 1, 2, . . . , p,

hi(x) ≤ 0, i = 1, 2, . . . , q.

Wherex = (x1, x2, . . . , xm) ∈ R is ann-dimensional vector of optimization/decision
variables,p is the number of inequality constraints andq is the number of equality con-
straints. MoreoverLi ≤ xi ≤ Ui, j = 1, 2, . . . , n, Li andUi are the lower and upper
bounds of parametric spaceS and the functionf(x) is called an objective /fitness function.
A solution that optimizes this objective function approximately well is called an optimal
solution of the problem ( 1. 1 ). Ifm = 1, then the problem ( 1. 1 ) is called single
objective optimization problem (SOP) in which we focus on the decision space i.e on the
convergence of the solution towards an optimal solution. Ifm ≥ 2, then problem ( 1. 1
) is called multi objective problem(MOP). In multi objective optimization, we focus both
decision space as well as on the objective space. However, in single objective optimization,
our focus is only on decision space.

Cauchy was first mathematician who applied the gradient based optimization method
to solve unconstrained optimization problems in 1847. G.Dantzig introduced its Sim-
plex based method in 1947. In 1984, N.Karmarkar’s polynomial time algorithm begins
a boom of interior point optimization methods. Since then different optimization methods
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were developed as reviewed in [23]. Among them the Sequential Unconstrained Minimiza-
tion Techniques (SUMT), Sequential Linear Programming (SLP) algorithm, the Modified
Method of Feasible Directions (MMFD) algorithm, and the Sequential Quadratic Program-
ming (SQP), Quadratic interpolation method, Interior point methods are applied on various
types of optimization and real-world problems.

The Fletcher-Reeves [5] and the Broyden-Fletcher-Goldfarb-Shanno (BFGS) [2], Pow-
ell’s method [18] and Nelder-Mead simplex algorithm [16], golden-section search [19] and
many others are well-known and existing local search optimizers for solving diverse un-
constrained optimization problems. The Fletcher-Reeves method makes use of conjugate
search directions to reach the optimum. BFGS methods are known as variable metric meth-
ods that make use of information gained from the previousn iterations to find a new search
direction.

The Nelder-Mead algorithm [16] makes use of a simplex and a set of simple rules that
reflects the worst vertex through the centroid of the simplex. All the aforementioned have
certain limitations and advantages. They have handled different test suite of optimization
problems and real-world problems. However, in general there no guarantee that these algo-
rithm may not provide a global set of optimal solutions in single simulation. Therefore, it
make sense to employ them in global search algorithms for exploitation purpose with aim
at to develop various advanced optimization techniques.

Evolutionary algorithms (EAs) are well established population based global search op-
timization methods since its origination. They solve the given problem ( 1. 1 ) automat-
ically without requiring the user to know or specify any form or structure of the prob-
lem in advance. EAs have successfully tackled various optimization and search problems
[?, 4, 12, 20, 24, 13, 14,?, 15]. Mutation, crossover and selection are their basic operators
as shown in the Figure 1. These operators mainly evolve the stochastic nature population
of EAs.

In general, classical EAs can be divided into four paradigms, namely, Genetic Algo-
rithms (GAs) [9], Evolution Strategies (ES) [1], Evolutionary Programming (EP) [6] and
Genetic Programming (GP) [10, 11].

The first evolutionary-based optimization technique was the genetic algorithm (GA). It
was first proposed by John Holland in1975 inspired by Darwin’s principle of survival of
the fittest [9]. They do not need any kind of prior knowledge related to the problem to
be solved as required to gradient based optimization methods. They have the ability of
handling functions with noises and many complexities. However, being a global search
optimizer, sometime, it trap in local basin of attraction while solving complicated opti-
mization and search problems.These limitations and drawbacks of GA can be overcome
with its hybridization with less time consuming local search techniques [17].

Variation (i.e,crossover and mutation) and selection are their important intrinsic opera-
tors. GA use a set of solutions called population to perform evolutionary process to get a set
of optimal solutions to a problem ( 1. 1 ) in single simulation unlike classical optimization
techniques. The three genetic operators like selection, crossover and mutation operators
have their own advantages at different stages of population evolutions in order to push for-
ward new population to the next generation of the process. This process continues until
the optimal solutions are not found or number of function evaluations are not terminated as
outlined in the algorithm1.
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FIGURE 1. Flowchart of Evolutionary Algorithm (EA) [4]
.

Algorithm 1 Framework of the Genetic Algorithm (GA)

• t = 0, n: dimension of Decision Space;
• {x1, . . . , xN}T ← Initialize-Population(N, n);
• {f(x1), . . . , f(xN )} ← Evaluate({x1, . . . , xN}T );

1: while t < Maxt do
2: for i ← 1 : N do
3: xa, xb ← Select-parents({x1, . . . , xN}T , 2);
4: ya, yb ← Xovers(xa, xb);
5: za, zb ← Mutation (ya, yb);
6: fa, f b ← Evaluate(za, zb);
7: i = i + 1;
8: P(t+1)=build next generation from (pc(t) , p(t));
9: end for

10: t=t+1;
11: end while

The rest of the paper is arranged as under. Section 2 provides the framework of the
derivative based genetic algorithm (HGA). Section 3 describes the mathematical formula-
tion of the used benchmark functions. Section 4 devoted to the discussion related to the
numerical results. Section 5 finally concludes this paper with some future work plan.

2. HYBRIDIZATION OF GA WITH LOCAL SEARCH

In general, the combined use of GAs and different efficient local search methods are
typically considered to be a good idea for locating local optima with high accuracy and
to capture a global view of the search space of the complicated optimization and search
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problems. Due to fast convergence behaviors, Broyden Fletcher Goldfarb Shanno (BFGS)
[2] is well known and most affective hill-climbing local search method. BFGS method
was proposed by Broyden [3], Fletcher [5], Goldfarb [8], and Shanno [21]. It has been
frequently applied to different unconstrained nonlinear global optimization problems.

In this paper, BFGS [2] has been employed as local search optimizer in GA framework
and as resultant hybrid algorithm called HGA developed to tackle test functions given in
Table 1. The algorithmic structure of BFGS is hereby explained in the algorithm 3. BFGS
has been embedded in step5 of the HGA Framework. BFGS is an iterative based line
search that does not demand for the Hessian matrix explicitly. Instead, it needs a positive
definite matrix (i.e., initially identity matrix) which is further updated at each iteration by
using the gradient information found in both current and previous iterations

Algorithm 2 Framework of the Hybrid Genetic Algorithm (HGA)

1: G = 0, N , n,MaxG;
2: X = {x1, . . . , xN}T ← Initialize-Population(N, n);
3: F = {f(x1), . . . , f(xN )} ← Evaluate({x1, . . . , xN}T );
4: while G < MAXG do
5: if rand < 0.2 then
6: [XC , FC ] = BFGS(X, F, tol,G);
7: else
8: XP , FP ← Select-parents(X,F );
9: Xq, FP ← Xovers(Xp, F );

10: XC , FP ← Mutation (Xq, F );
11: XC , FC ← Evaluate(Xc, F );
12: end if
13: X ← XC ; F ← FC

14: G = G + 1;
15: end while

3. TESTEDFUNCTIONS

Due to the flurry of evolutionary algorithms recently developed, their performance is
mainly measured on different test suites. In the last few years, several test suites of uncon-
strained (i.e. bound constrained) and constrained problems have been designed and pre-
sented in special sessions of IEEE Conference of Evolutionary Computation (IEEE-CEC)
[22].In study of this paper, we have used twenty different unconstrained test functions as
formulated in the Table 2.

In the carried out experiments, we have examined the performance of our suggested
derivative based hybrid genetic algorithm by selecting nine single-objective optimization
problems of the test suite designed for the special session of the2005 IEEE conference of
evolutionary computing (CEC’05) [22]. The characteristics of the used benchmark func-
tions are listed in the Table 1.
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Algorithm 3 Broyden-Fletcher-Goldfarb-Shanno (BFGS)

1: K = 0, oldx, oldg,MaxK ,error;
2: oldx = {x1, . . . , xN}T ← Initialize-Population ;
3: F = {f(x1), . . . , f(xN )} ← Evaluate({x1, . . . , xN}T );
4: while ((‖(newx − oldx)‖ > error)or(k < 1)and(k < MaxK) do
5: newg ← Gradient(fun− name, newx, error)
6: newp ← New point(newx − oldx)
7: newq ← Change in gradient(newg − oldg)
8: oldx = newx

9: oldg = newg

10: OldH ← Update hessian Matrix
11: oldd ← old direction(oldH ∗ oldg)
12: alpha ← Step size using golden section search(funname, oldx, oldd, error)
13: {x1

n, . . . , xN
n }T ← Update new solutions(oldx + alpha ∗ oldd)

14: K = K + 1;
15: end while
16: NewFittnes ← Evaluate using Child Chrom({x1

n, . . . , xN
n }T )

TABLE 1. Tested functions

Functions Problem Names Search Range Dimension Optimal Value
f01 Ackley [−65.536, 65.536] 10 0
f02 Beale [−4.5, 4.5] 10 0
f03 Axis par: hyp: elip: fun: [−5.12, 5.12] 10 0
f04 Branian [−65.536, 65.536] 10 0
f05 Restrigen [−5.12, 5.12] 10 0
f06 Schwefel Double Sum [−5.12, 5.12] 10 0
f07 Sphere [−5.12, 5.12] 10 0
f08 Sum of Difference [−65.536, 65.536] 10 0
f09 Booth [−10, 10] 10 0

4. PARAMETER SETTING AND DISCUSSION

The experiments were carried out with following computing platform:

• Operating System: Windows 7 Professional;
• Programming language of the algorithms: Matlab;
• CPU: Core 2 Quad2.4 GHz;
• RAM: 4 GB DDR21066 MHz;
• Execution:25 times each algorithm with different random seeds.

The suggested hybrid Genetic Algorithm (HGA) has been tested by using9 simple bench-
mark functions with search space having dimensionsD = 10, as explained in Table 1.

All experiments were carried out by usingD ∗ 100 function evaluations to handle each
used tested function. The population size of the randomly generated set of solutions were
restricted toN = 100. To establish a fair comparison between HGA and GA, the same
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TABLE 2. Mathematical Formulation of the f01-f09 functions

Problem formulation
f01 f(x) = −20 exp(−0.2

√
(1/n

∑
(x2)) −

exp(1/n
∑

(cos(2πx))) + 20 + e
f02 f(x) = (1.5−x1(1−x2))2+(2.25−x1(1−x2

2))
2+

(2.625− x1)(1− x3
2))

2

f03 f(x) =
∑n

i=1(ix
2)

f04 f(x) = (x2−(5.1/(4π2))x2
1+5x1/π−6)2+10(1−

1/(8π))cos(x1) + 10
f05 f(x) = 10n +

∑
((x2)− 10cos(2πx))

f06 f(x) =
∑

(
∑

x2)
f07 f(x) =

∑n
i=1 x2

i

f08 f(x) =
∑n

i=1(|xi + 1|)
f09 f(x) = (x1 + 2x2 − 7)2 + (2x1 + x2 − 5)2;

TABLE 3. Numerical Results of the functions f01-f09 provided by HGA

Problem Best Worst Median Mean St.Dev
f01 17.0999 19.9975 19.9141 19.2546 1.0371
f02 0.000000 0.972884 0.087345 0.218618 0.310503
f03 0.006867 23.428381 1.388550 4.264540 7.187118
f03 0.000007 13.374590 4.857686 5.751813 5.448957
f04 0.397889 5.336386 0.410679 1.598965 1.983369
f05 404.390515 430.520457 415.232016 416.259603 7.833741
f06 0.000249 20.712455 1.727706 5.420115 7.222197
f07 0.000000 0.000010 0.000003 0.000004 0.000003
f08 159.836169 244.810847 207.107158 207.394831 25.873420
f09 0.000002 0.115610 0.001806 0.024288 0.042625

number of function evaluations and other related parameters were kept to execute both al-
gorithms25times independently in order to solve each employed test problem. The solution
qualities are summarized in the form of the minimum, median, mean, standard deviation
and maximum of the objective values obtained as gathered in the Tables 3 and Table 4.
respectively.

The numerical results of the HGA provided by HGA in the Table 3. Table 5 provides a
comparative numerical results in terms of best and average of both simple GA and HGA.
These table clearly indicates that HGA has efficiently solved most of the used test functions
f02-f07, f09 as compared to simple GA. However, test functions f02 and f08 are tackled by
simple GA in an efficient manner as can see from the figures plotted below. The figures 2
display the average variation in the function values of the selected test functions generated
by HGA versus GA.
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FIGURE 2. Plots of the Convergence Graph by HGA versus GA in25
indepent runs for dealing with nine CEC’05 [22].
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TABLE 4. Numerical Results of functions f01-f09 provided by GA.

Problem Best Worst Median Mean St.Dev
f01 15.0118 20.0002 19.9236 19.2835 1.5352
f02 0.000011 0.987225 0.126604 0.247287 0.307781
f03 1.452044 13.283570 7.432468 7.817041 3.852394
f04 0.734682 18.821125 3.218115 6.379849 6.673731
f05 407.106963 423.974239 413.119060 413.778980 4.839356
f06 9.397204 18.239409 12.707327 13.480023 3.658149
f07 0.185642 3.826202 1.370506 1.719613 1.296216
f08 138.136093 235.388925 222.537187 206.439345 33.942018
f09 0.000011 7.788831 0.794659 1.877028 2.658563

TABLE 5. The Comparison of GA versus HGA to cope with f01-f09.

Genetic Algorithm VS Hybrid Genetic Algorithm
problems Best Mean Algorithm

f01
15.0118 19.2835 GA

17.0999 19.2546 HGA

f02
0.000011 0.247287 GA
0.000000 0.218618 HGA

f03
1.452044 7.817041 GA
0.006867 5.751813 HGA

f04
0.734682 6.379849 GA
0.397889 1.598965 HGA

f05
407.106963 413.778980 GA

404.390515 416.259603 HGA

f06
9.397204 13.480023 GA
0.000249 5.420115 HGA

f07
0.185642 1.719613 GA
0.000000 0.000004 HGA

f08
138.136093 206.439345 GA

159.836169 207.394831 HGA

f09
0.000011 1.877028 GA
0.000002 0.024288 HGA

5. CONCLUSION

Slow convergence and other related to search direction issues regarding simple GA can
address by employing different search techniques in GA framework. This is because GA
has ability of finding global optima to abide trapping in the local basin of attraction of the
problem to solve. The use of local search methods is a good choice to tackle the issue
of GA’s trapping. BFGS method is very efficient technique having had fast convergence
behavior. However, it is quite sensitive to the starting point but still perform well over
non-convex problems.
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In this paper, we proposed a new hybrid HGA of GA and BFGS strategy for the opti-
mization of single objective functions. We have used nine problems to examine the per-
formance of the HGA. The suggested hybrid GA have offered best results for most test
problems compared to GA in terms of convergence speed. In future, we intend to examine
the algorithmic behavior of the suggested algorithm over latest test suites which are regu-
larly designed for the special session in the IEEE Conference of Evolutionary Computation
(IEEE-CEC) available on the link:http://www.ntu.edu.sg/home/epnsugan/
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