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Abstract—-EIectrocardiogram (ECG) is the electric
activity of heart. It is widely used for the identification and
prognosis of cardiovascular disease. In this paper
forecasting of electrocardiography signal is presented
using two forecasting methods i.e. iterated method and
direct method. These methods are based on
Backpropagation Neural Network (BPNN) Model.
Comparison of these two methods has been presented. It
is found that direct method outperform iterated method
for forecasting of ECG signal. It is also found that mean
square error (MSE) remains small in case of direct
method for 3 steps ahead forecasting after that MSE
increased rapidly. Clinical information in forecasted and
actual signals are extracted by developing automatic
ECG analyzer software. It is found that the clinical
information was preserved in three steps ahead
forecasting using direct method. It is concluded that
neural networks have much potential for forecasting of
ECG signal.
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1. Introduction

An electrocardiogram is a test that measures the
electrical signals which control the rhythm of our
heartbeat [1] [2]. Prediction of ECG signal has been used
in many contexts. Among important unsolved problems
of the present-day cardiology is the prediction of
Ventricular ~ Fibrillation (VF) and  Ventricular
Tachycardia (VT) [3]. Minija et al. [4] presented neural
network based ECG segment prediction for classification
of Ventricular Fibrillation. Ventricular Fibrillation is the
process of chaotic contraction of cardiac fibers. During
the fibrillation, blood is no longer pumped to the
organism and death occurs if no immediate treatment is
applied. Ventricular fibrillation can be terminated by
means of heart defibrillation. Episodes of ventricular
fibrillation most often are caused by myocardial
infarction [5,6].

Al-Hujazi et al. [7] used prediction techniques for
ECG data compression. Although digital storage media
is not expensive and computational power has

exponentially increased in last few years, the possibility
of electrocardiogram (ECG) compression still attracts the
attention, due to huge amount of data that has to be
stored/transmitted. So instead of transmitting huge data,
a small amount of data along with prediction algorithm
can be transmitted. In this scenario, two issues are
important. Firstly whether the forecasting algorithm
forecasts well and secondly whether the clinical
information in the ECG signals preserves.

Kautzner et al. presented the prediction of sudden
death after acute myocardial infarction [8]. They found
that depressed Heart Rate Variability (HRV) computed
from short-term pre discharge ECG recordings obtained
under standardized conditions is associated with an
increased risk of sudden cardiac death.-Such predictive
power is substantially increased in' combination with
depressed left ventricular ejection fraction. This
approach seems to be effective as a simple screening
method to identify high risk subjects. HRV are
determined by ECG so if ECG will predict accurately
one can predict HRV [9).Various time series forecasting
methods like Neural Network [10,11,12.13]. embedding
[14] ARIMA [15] Genetic Algorithm [16], Fuzzy Logics
[16,17] and wavelets [18] can be used for forecasting of
ECG signal. Neural Network has been proven to be a
promising alternative to traditional techniques for
nonlinear time series prediction. Backpropagation Neural
Network, Kohonen Self-Organising Map (SOM) [19),
recurrent neural network [20] and Generaljzed
Regression Neural Network [21], are often used for time
series prediction. Neural network can be used for
supervised and unsupervised learning. They proved good
for nonlinear function mapping. There are also some
disadvantages of Neural Network. They are often
considered as black box system. They are unable to
manage imprecise or vague information, difficult to
reach  global  minimum even by complex
Backpropagation (BP) learning, rely on trial-and-errors
to determine hidden layers and nodes.

Statistical methods such as ARIMA [15] have
proven themselves to be relatively robust cspecially
when generating short-run forecasts. ARIMA models
outperform more sophisticated structural models in terms
of short-run forecasting ability. Generally they are poor




at predicting tuming points, unless the tuming point
represents a return to a long-run equilibrium.

In this paper two methods are used, to forecast the
ECG signal i.e. Iterated Method and Direct Method.
These methods are based on Artificial Neural Network.
Backpropagation algorithm was used to train and
forecast the ECG signal. Section 2 gives the introduction
to ECG signal. Forecasting model is explained in section
3. In section 4, forecasting methods are deseribed. The
information about signal used in this paper is
summarized in section 5. Introduction to ECG analyzer
is given in section 6. Results are discussed in section 7.
Conclusion is given in section 8 followed by references.

2. ECG Signal

Whenever the heart starts systole, there is atrial
contraction due to atrial depolarization, depicted by an
upward deflection as P wave, which is relatively small
amplitude equal to the mass of what is depolarized. P
wave 1s followed by ventricular polarization that results
in the form of Q, R, S waves. At the same time as
ventricular polanzation is in process, there is atrial
repolarization masked within ventricular polarization and
not normally seen. Ventricles start repolarizing after a
plateau which results T wave upward deflection. A cycle
of ECG signal has been shown in Figure 1.
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Figure 1: One Cycle of ECG

ECG signals are usually in the range of ImV in
magnitude and a bandwidth of about 0.05-100 Hz. Raw
signal needs to be amplified and filtered. Electrical
activity of the heart can be detected by placing small
metal discs called electrodes on the skin. During
electrocardiography. the electrodes are attached to the
skin on the chest, arms, and legs. ECG monitoring
machine records the ECG signal and prints it on the
paper [30]. An ECG of a normal human is shown in
Figure 2. [23).
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Figure 2: Normal ECG

2.1 ECG SIGNAL PROCESSING

A senes of procedures are required that can extract
useful information for the physician, enabling him/her to
diagnosis concemning the pathophysiologic condition of
the patient. We can also automate the diagnosis.

During ECG processing four different stages are
required to implement. We must acquire the signal in its
digital form and filter the signal. Main ECG
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characteristics like P wave, QRS complex, T wave, ST
segment, PQ segment and others are detected. In order to
complete the signal analysis stage some specific
measurements to the above characteristics must be taken,
like their amplitude and time duration. sing above
characteristic automatic diagnosis can be done that can
help the physician in reaching certain decisions.

From the above four ECG processing stages the
first two (acquisition and filtering) have been studied
thoroughly during the past two decades and the results
were more than satisfactory. Various theories have been
developed in the last couple of years that borrowed from
Computer Science (Artificial Neural Network, Fuzzy
Logic, and Pattern Recognition) and from Signal
Processing (Wavelets, Nonlinear Analysis) for analysis
and diagnosis. Mainly, they are being used to solve the
problem of arthythmia and ischaemia detection and
recognition, two pathologic conditions that arc very
common and life threatening. Up till now. the research in
this field has shown that computer methods car. be
efficient and can constitute a trustworthy tool in the
diagnosis of ECG signal [24].

3. Forecasting Model

In this Paper, Backpropagation Neural Network
model was used for training and forecasting.

3.1 Backpropagation Neural Network

Multilayer feed forward network consist of a sct of
sensory units (source nodes) that constitute the input
layer, one or more hidden layers of computation nodes
and an output layer of computation nodes. The input
signal propagates through the network in a forward
direction on a layer by layer basis. These neural
networks are commonly referred as *‘Backpropagation
Neural Network (BPNN)”.

We train the multilayer network n a supervised
manner with a highly popular algorithm, known us error-
back propagation algorithm. This algorithm is based on
error correction leaming rule. BPNN has threc distinctive
characteristics. The model of each neuron in the network
includes a non linearity at the output end. The 1important
point is that the non linearity is smooth.

Network contains one or morc layers of hidden
neurons that are not part of the input or output of the
network. These hidden neurons enable the nctwork to
feam complex tasks by extracting progressively more
meaningful features from the input patterns. The network
exhibits a high degree of connectivity determned by the
synapses of the network. A change in the connectivity of
the network requires a change in the population of the
synaptic connections or their weights. It is through the
combination of these three charactenstics together with
the ability to learn from experience through training that
BPNN derives its computing power. But these
characteristics are also responsible for making it difficult
to undertake the study of the behavior of the network.
The presence of distributed form of the non-linearity and
the high connectivity to the network, make the




theoretical analysis of the multilayer network difficult.
The use of hidden neurons makes the learning process
hard to visualize.

3.1.1  Backpropagation Training Algorithm

Backpropagation  algorithm  (Rumelhart  and
McClelland, 1986) is used in layered feed-forward
ANNs. This means that the artificial neurons are
organized in layers, and send their signals “forward”, and
then the errors are propagated backwards. A symbolic
structure of BPNN is shown in Figure 3.

The network receives inputs by neurons in the input
layer, and the output of the network is given by the
neurons on an output layer. There may be one or more
intermediate hidden layers. The backpropagation
algorithm uses supervised leaming, which means that we
provide the algorithm with examples of the inputs and
outputs we want the network to compute, and then the
error (difference between actual and expected results) is
calculated. The idea of the backpropagation algorithm is
to reduce this error, until the ANN leamns the training
data. The training begins with random weights, and the
goal is to adjust them so that the error will be minimal.

Hidden
Layer

Output

Inputs

Figure 3: BPNN symbolic Structure

The network receives inputs by neurons in the input
layer. The product-sum of all the inputs of neurons of
preceding layer and their corresponding weights are
calculated. The product of bias and its weight is afso
added in it.

net, = bias*W,,, + Z 1., 1
k

From eq. (1) ret; is used to calculate the output of

neuron as follows:

1

—Anet,

0, (net)) = " 2)

The output neuron error signal J,, is given by

)

I

=Ty -0,)0,(1-0,) 3

. S
The hidden neuron error signal  # is given by
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Where J is the error signal of a post-synaptic
neuron k and W, is the weight of the connection from
hiddew neuron j to the post-synaptic neuron k. Compute
weight adjustments AW); by

AW, =nd,0, (5
Apply weight adjustments according to
W” =W,_I+AW” (6)

4. Forecasting Methods

4.1 Iterated Method

In iterated Method Multi-input single output
architecture is used. Multi-inputs are given input to
neural network while single output was used as target.
After training of ANN to desired value of mean square
error (MSE) this model is used to forecast the future
values recursively. Let xy, Xa, X3, ....... X, are input then
in first iteration x,., will be output in second iteration x,,
X3, Xgorrnnnn Xn» Xa+1 Will be input and x,., will be out
put.

4.2 Direct Method

In this method multiple input muitiple out put
architecture is used. Afier training the network with
Backpropagation algorithm the forecasted values are

obtained by multiple inputs. Let x|, x> .......... Xagy Was
input to the network Xioi, Xa02....oeviveiniinnin X400 Were
the forecasted value in second step X0, X202-....Xapo Was

input and X401s X402: 00000 X600 will be Output.

5. ECG Signals Selection

Six ECG signals have been selected. One ECG
signal is of healthy subject, other ECG signals are from
those patients who have cardiac problems of Premature
Ventricular Complexes (PVC), Atrial Premature
Contraction (APC) and Bundle, Branch Block (BBB).
These signals are obtained from MIT-BIH Arrhythmia
Database Directory [29]. The ECG wave forms are
shown in Figure 4.
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Figure 4: Selected ECG signals




The details about these ECG Signals are shown in
Table (1). .

Table 1: ECG Signals

:r. FM/ | Age | Cardiac Problems

1 - - Non

2 |M |69 PVC., APC

3 |F |24 PVC

4 IM [63 PVC

5 |[F 123 PVC, Ventricular trigeminy
6 |F 32 Sinus arrhythmia, BBB

5.1 Cardiac Problems Associated with
Selected ECGs

Details about these cardiac problems are given
below.

5.1.1  Premature Ventricular Complexes

Premature Ventricular Complexes are caused by a
spontancous electrical impulse arising in the ventricle.
" This impulse occurs- earlier than the normal impulse
would - (hence it is “premature.”)  Sometimes the
presence of PVCs indicates an inherent electrical
instability in the heart, and therefore indicates an
increased risk of sudden death [25].

5.1.2  Atrial Premature Contraction

Atrial Premature Contraction (APC) originates
within the atrial myocardium but outside the sinoatrial
node. The APC occurs before the next expected sinus
discharge, it maybe conducted normally through the
atrioventricular node and ventricles, or it can be partially
or completely blocked. The cause of APC is not fully
known. An increased rate of premature contractions has
been observed prior to the onset of atrial fibrillation and
has been associated with lung and thyroid diseases [31].

5.1.3 Bundle Branch Block

Bundle Branch Block occurs when one of the
bundle branches becomes diseased or damaged, and
stops conducting electrical impulses; that is, a bundle
branch becomes “blocked.” The main effect of a bundle
branch block is to disrupt the normai, coordinated and
simultaneous distribution of the electrical signal to the
two ventricles [25).

6. ECG Analyzer

The forecasting of ECG signal is useful only if the
clinical information preserves in forecasted signal. To
extract clinical information we developed a software
using MATLAB which extracts clinical information. We
used this software to extract height of R-wave and depth
of Q and S waves. We also extract the time information
i.e. at which time these peak produces in actual and
forecasted signal. This software is also capable of

finding RR-intervals in ECG signal. Table 5 shows the
height/depth of QRS waves while table 4 shows the time
at which these waves produced.

7. Rgsults and Discussion

Iterated method gives small MSE in training data
set but does not provide stable forecasting. The clinical
information does not preserve in forecasting by this
method. MATLAB ® is used for training and
forecasting. The MSE for testing and forecasting data
parts are given in Table 2. The forecasted and actual
signals of 200 steps ahead are shown in figure 5. It can
be see from figure 5 that forecasting signal shows the
trend in the actual signal but it loses important clinical
information. The MSE in testing data set was ().0068. but
in forecasted signal it was 0.0585. It shows that MSE
raises 8.6 times in forecasted data set then that of actual.

Table 2: Mean Square Error (Iterated Method)

Sr. Data MSE MSE
No. Set (Testing) (Forecasted)
1 Normal | 0.0227 0.0319
2 100 0.0004 0.0532
3 106 0.0040 0.0139
4 107 0.0028 0.0902
S 208 0.0019 0.1043
6 212 0.0032 0.0572
Average 0.0068 0.0585
In direct method average MSE was [.11¢-005 in

testing part and 1.30e-004 in forecasted part for first
three steps ahead forecasting. This graph shows that the
MSE for all the data sets is negligible for three steps
ahead forecasting. In direct method three steps mean
1200 data points because we used output vector of length
400. The clinical information was preserved for these
1200 data points. The ECG analyzer (described above)
was used to extract Q, R, and S waves information in
actual and forecasted signals in dircct method case. In
Table 5§ R,,, is the height of R waves while Spand Q. are
depth of Q and S waves respectively. Tabie 5 shows
that there is no significant difference between
height/depth of these waves in forecasted and actual
signal. It is also important clinical information that at
what time these Q, R, S waves produces, for this purpose
again ECG analyzer is used to extract time information
these results are summarized in Table 4. Again we found
that for three cycles ahead forecasting of dircct method
the time information in forecasted signal preserves well.

After finding the cfficiency of direct method we
used direct method recursively and ten steps ahead
forecasting obtained. It was found that MSE raises
abruptly after three steps. The graph of MSE vs. steps of
forecasting is shown in figure 7. After ten steps the mean
square error was about 0.2 but no clinical information
was preserved.




Table 3: Mean Square Error (Direct Method)
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Sr. | Data Set | MSE MSE . . .
No. : (Testing) (Forecasted) Table 4: Time at wglgh QRSt ;Va'ves froduced in actual
I [ Normal [9.5923¢-007 | 1.9589¢-004 and forecasted signals
2 100 9.8270e-007 1.8437¢-005
31106 5.9853¢-006__| 3.9669¢-004 goga | Cycle | Actual Forecasted
4 107 2.6038¢-005 3.2773e-005 Qr |R: |5 Qs Ry |5t
6 212 1.8447e-005 9.3836e-005 100 2 552 1562 1660 | 552 | 562 | 663
Average 1.11e-00S 1.30e-004 3 859 [ 870 | 971 [ 859 | 870 | 1157
1 269 [ 276 | 284 | 269 | 276 | 284
0ur 106 |2 407 | 586 | 645 | 407 | 586 | 644
e 3 972 | 986 | 994 | 926 | 937 | 995
4
e ’,ﬂ.,w.?.[.: Table 5: QRS Waves HeightDepth in Actual and
s Lo ) ;! Forecasted Signal
5 o S0 GEN
8 SRS A ; Data | Cycle Actual
Y Lo \; . Set
08} j '.. ‘ Qp Ry So
'*1 . 100 1 -0.4253 | 0.4170 | -0.4253
o8 Y 2 -0.4336 | 0.7697 | -0.4336
N L 3 -0.5000 | 0.7261 | -0.5000
R o0 “o 0 180 200 1 -0.0895 [ 0.5208 | -0.0895
’ 106 2 -0.0192 [ 0.3962 | -0.0192
Figure 5: ECG forecasting Iterated Method 3 -0.1342 | 0.3578 | -0.1342
‘ Forecasted
‘ _ 1 -0.4250 [ 0.4183 | -0.4250
N ) - 100. |2 -0.4388 | 0.7257 [ -0.4388
| /\ I 3 -0.5297 | 0.6614 | -0.5297
A \ : 1 -0.0902 [ 0.5221 | -0.0902
J\‘ ! A A I 106 |2 -0.0183 10.3983 | -0.0183
) \\ "\ \: 3 -0.1987 [0.3520 | -0.1987
; : 8. Conclusion
‘ ‘ ) ‘ A The forecasting of ECG signal has been carried out
ooy e o ‘.o using neural network based two methods i.c. iterated
method and direct method. The direct method shows
Figure 6: ECG forecasting Direct Method much better results as compared to iterated method. For
evaluation of preservation of clinical information. ECG
0.35 - analyzer has been developed. It is found that clinical
'o 3 —e— Nomal information preserves in case of direct method. It is also
] « 100 found that as we increase the forecasting domain the
0.25 1 MSE raises abruptly after 3 steps ahead forecasting.
—— 106 P P
0.2 - In future the prediction of ECG signal can be
0.135 4 —107 evaluated by mixture of algorithms like neuro-fuzzy,
0.1 1 —»— 208 neuro-genetic approaches.
°-°g 7 —212
i 3 5 7 g L—-Awrmage References:
[11 BC Health Guide web address

Figure 7: MSE verses forecasting steps Direct Method
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