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Abstract 

The ratio estimator is a simple and direct approach of the estimation of population total when a 

correlated variable with study variable is available. The Classical Ratio Estimator (CRE) for one 

regressor has been extensively used in the early 18
th

 century and can be extended easily for 

multiple regressors but unfortunately this topic has not attain much attention and we find lack of 

related research in literature. Now a day’s bulk of information is available for estimation of 

population parameters to increase the efficiency of the estimator. In this paper a simple form of 

ratio estimator has proposed that allowed more than one regressors in estimation of population 

total. 
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Introduction: 

The classical ratio estimator was used by Laplace in 1820 for estimating the population of France by 

using ratio of births during the preceding year. After that Brewer (1963) and Royall (1970) discussed the 

ratio estimator by using a super-population model. When the relationship between the study variable 

and auxiliary variable is linear and the regression line passes through the origin, also the variance of the 

study variable is proportional to the variance of the regressors, then ratio estimators are used to find 

out the estimate of population total. 
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Let a finite population 1{ ,..... }NU u u , consists of N  elements. The 
k

N

X x    denotes the 

sum of the N observations of regressor  variable and similarly  
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Y y   is the population total of the 

study variable.  Also the sample total of regressor and study variable are respectively 
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, then ratio of the sample totals will be approximately the same as the ratio of the population total that 
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Therefore we can estimate the unknown population total of the study variable by using the law of three 

that is if AB=CD and D is unknown then D can be found out by using  

ABD
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
  . Similarly, the 

population total of study variable is, 
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The regression model of y  on x is defined as, 
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     is the basis for the classical ratio estimator. 

 

A simple form of classical ratio estimator for population total is described as, 
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  where,     
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Some other chain ratio type estimators are discussed in literature that minimizes the MSE of the ratio 

estimator for an appropriate value of  that is, 
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The CRE proves itself a robust estimator in both model-based and design based methods. It is a biased 

estimator but bias becomes zero when N n . The  sum of residuals of CRE  given in (3.4.1) is zero. That 

is, 
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The MSE of the ratio estimator is defined as, 
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The bias of r
y

 approaches to zero when  0 .  For 1  ( perfect positive correlation) the bias of 

ratio estimator will be zero.  

 

 

 

 

2- A Ratio Estimator for Multiple Regressors: 

 

The ratio estimator given in (1.1) can be extended easily for multiple regressors. Now a day s bulk of 

information is available for estimation process to increase the efficiency of the estimator, therefore a 

functional form of ratio estimator has proposed when multiple regressors are available prior to 

estimation. 

  

Let we have p  regressors,  

 

1 2, ,...... pX X X
 
related to the study variable ‘y with known population totals, and  

a vector of   ‘p regressors  1 2 ...
k k k kp

x x x    x
    

is associated with ky , where 

1,2,.....pj  . 
 

Then a new form of the ratio estimator for multiple regressors is defined as, 
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Where, 
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The 1 2,, ,........, pw w w w     is the vector of weights obtained as, 
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The estimator defined in (2.1) allows more than one regression variables to use in the estimation of total 

via ratio estimator. 

 

The MSE of the ratio estimator defined in (2.1) is described as, 
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Where c


is the correlation between 
cX  and y ,defined as, 
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The estimator (2.1) will be an unbiased estimator of the population total if   

c


=1. That is perfect positive correlation between  y and 
cX . 
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