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A STUDY ON SELECTION OF THE IMPORTANT VARIABLES
SUBSET IN BARLEY BPREEDING TRIALS

Aftab-i-Islam, Muhammad Ashfag and Nazir Ahmad
epartment of Mathematics and Statistics, University of
Agriculture, Faisalabad.

Six yield prediction models based on different
combinations of plant characters in Himalyan
primitive barleys were compared by means of
(i} The R“-adequacy test and (i) The Residual
Mean Square Ratic (RMSR) test. Percentage Relat-
ive Efficiency Estimate (PRE) was derived for
cach of the 15 possible pairs of regression models.
The study indicated the superiority of regression
model Invelving two independent varlables namely
area of flag leaf and total number of grains per
plant.

INTRCDUCTION

A major problem in model building studies is the choice
of the independent regressors that are of real value. The reliability,
of course, increases by increasing the number of independent
variables but this causes much more increase in the volume
of work, time and cost. To avoid complexity and minimize the
effort, it is desired to have fewer regressors in the model that
can serve the purpose of prediction. Stepwise procedures and
all possible regression methods, based on repeated significance
tests, as discussed by Draper and Smith (1981} are commonly
used for the purpose of selecting such variables, A functional
model having a2 minimal subset of regressors with a minimum
mean square error estimate or high predictability for deriving
a suitable optimal is considered to be the best one.

The sufficiency of a model for prediction purposes has



been investigated firstly by deriving for it the (i) Rz—adequacz.r
limits, (ii) Residual Mean Square Ratio {RMSR) of the differences
in the residual variances of any two regression models with p
and q regressors {p < q) and the Residual Mean Sum of Squares
(RMS5) of the regression with q regressors, which follows the
standard F-distribution. Then Percentage Relative Efficiency
(PRE} of a regression model with p variables over another regress-
ion mode! with q variables (p < g) has been used (Sankar, 968}
The regresston models under study belong te the class of general
linear regression models

Y= X By + X,B, + € - (1)

where Y {nxl) is a randem vector of ocbserved values, B, (gxl)
and B, (px1} are vectors of unknown regression constants; X,{nxqg)
and )8 (nxp) are data matrices, with full rank, on regressors;
e isa %nxl] vector of residuals which are independelty and identi-

cally distributed with mean zero and variance gz'
THE RZ-CRITERIDN OF A REGRESSION MODEL

The estimates of IE'!.2 based on model (1) wiz EZ ~@n be

compared with Ez based on a sub-rmodel,

Y = X B, + & e (2)
where X, 15 a {nxp) matrix of fixed values and B, is {pxl) vector
of unknoWn regression constants; and e |s as defined in (i),

The null hypothesis of equality of B, in model (1) and
B, in model {2) is not rejected at a chosen lgvet of significance,
if2 the adequacy limit holds good for a pair of regression with
p and q regressors {p<q) viz,

{qu - Rzp]

is less than gF
-R%g}(n-q-1)

where F is the critical value of F statistical with (g, n-g-1)
degrees of freedom.
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The Rz-adequac:.r limits can be derived for all possible
pairs of subset regressions to describe the minimal adequate
sets of independent viriates. The 5ubse§ of regressors K2 in £2]
will be infered as R™ adequate, if R"p is preater than R"a.

where R%a = I- {1- qu] (1 + o
where = gqF/ (n-g-1}

here F is at a chosen level of significance with g, n-g-1) degrees
of freedom.

THE RESIDUAL MEAN SQUARE RATIO CRITERION

The sufficiency of a regression model with p wvariables
when compared with a regression model with q variables (P <
qh can be tested by means of an F-Statistic; and is given as

. B350} - R5S(q)
"~ {g - p) RM55{q)

with {g-p) (n-q-1} degrees of freedom at a chosen level of signifi-
cance. Where RS55 is the residual sum of squares and RMSS is
the residual mean sum of squares of a regression function. The
p-variate regression model is preferred to the g-variate regression
model if the calculated F-value is less than the critical value
of F, at a given level of significance with the necessary degrees
of freedom. The g-variate regression is preferred i otherwise.

THE PERCENTAGE RELATIVE EFFICIENCY OF A REGRESSION
MODEL

The Percentage Relative Efficiency (PRE} of a regression
model A with p-variables over another regression model B with
g-variables (p< g} can be derived as

| 2
PRE (A} = "f‘“*q*”f“ x 100
oA {n+p+1)in
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2 2
where YA and UB are the estimates of RMSS of regression A
and B respectively.

. The decision about the preference of one regression model
over ancther rodel of subset regressors can be derived by compari-
ng the estimates of Percentage Relative Efficiency {PRE) value
of regression model with those of the other subsets of regression
models. The medel A will be preferred over the model B if the
PRE is more than 100, if PRE is equal to 100, the choice remains
with the experimenter to choose one of the two models.

The above criteria have been applied to the data taken
from a field trial, on 75 primitive barley accessions from various
aititudes in Indlan Himalyan Regions, conducted in the experimen-
tal area of the Department of Plant Breeding and Genetics,
University of Agriculture, Faisalabad during the year 1930-%1,
The data were recorded on 17 characteristics, given below, by

selecting 10 plants from the middle row out of the 3 rows for
gach uccession.

= Length ef flag leaf

= Breadth of flag leat

= Area of flag leaf

= Height of plant

= Height of stetn

= Number of fertile tillers per plant
= Length of top internode

= Length of main ear

L - R 7 N L™ I %

= Number of spikelets per main Ear
= Length of apical awn

o
=
[l

= Length of middle awn

._.
—
i

= Length of basal awn

iy
b
|

= Average length of awn

MM MM MM M B oMM M M X X
-
|

= Weight of main ear

[—
=
1
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le Total number of grains per plant

Xlﬁ

Xz

Total grain weight per plant
1064 grain weight per plant

1l

Total grain weight X, was taken as dependent variable.
Six yield prediction models, éiﬁren below, with various combinations
of regressors were investigated.

Model A, contains all the sixteen regressors.
Model B, contains XB X#, }(3, Xl3’ XM, x
Model C, contajns XJ’ Xu, X”, )(15, x
Mode| [}, contains )(3, XS’ X13’ )(15

3 Xgr X5

3 X5

X

i Gl )

17

Model E, contains X
Model F, contains X

The estimates of the regression coefficients and estimates
of experimental error (g ) under each model are given in table
l. Based on the 't' test made, the contribution of 4 out of 18
regressors in model (A}, 5 out of 7 in model (B), 2 out of 5 in
model {C), % out of & in model (D), 2 out of 3 in model (E} and
2 out of 2 in model {F) were found statistically significant.

The values of co-efficient of determination (R%) are quite
high for almest all the models and gradually decreased from
modal (A) to model {(F). The value for mode! {A) is 0.9658 and
that for model (F) is 0.7920.

The fifteen pfssible combinations of subset regressors were
compared for the R™-adequacy and wr?n compared with A, models
B and C only, ,were found to be R™ adequate. Model Y, E and
F were not R™ adequate, therefore these models are out of
the race for final selection. Different pairs of models and their
R™-adequacy limits are given in the table No. 2.

Table Mo. 3 shows the resuvlts of residuat mean square
ratio criterion. We see that the model (A} is significantly different
from model D, E, and F. Model B is singnificantly different
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Table 3. Residual meansquare mitio of different pairs of models

Mode! pair D.F. 5.5. M.R.5.5. F

{g - pl RSSP-RSSq RSSP-RSSq

T-p

AR g 372377 4.1375 0.6669
AC 11 134,9878 12,2720 1.9779
AD 12 865.2408 72,1030 11,6220+
AE 13 96l.43384 73,9570 11,9204 %
AF 14 FOZ0L75 51 72.9210% 1i.7500%
Residual of A 29 339.8443 6.2040 -—--
BC 2 97.7501 §R.3750 2467+
BD 3 228.003] 276.0010 46,5699%
BE i 924.2010 231.0500 28,9853+
BF 5 983.5074 196.7015 331900
Eesidual of B 68 397.0800 3.9270 -——
D 1 730.2530 73(.2530 131.8271*
CE 2 826.4509 %13.2250 57.6210%
CFE 3 285.7573 295.2524 41.1700*
Residual of C 70 4594.8321 7.1710 ——=
DE ! 96,1979 56,1979 34970
DF 2 155.5043 777522 b btQ0*
Residual of [ 7l 1225.0851 17.5010 -
EF 1 39.3064 29.3064 3.190

Residual of E 72 1321.2830 13.60%96 -——
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from the models C, D, R, and F. Model C is significantly different
frem the models C, D, R, and F. Meodel C is significantly different
from medels D, E and F. Model D is signiticantly different from
models E and F.

The estimate of the percentage relative efficiency of
regresion model when compared with each of the other regression
model are given in the table No. 4 The estimates suggest that
model A can be preferred over models C, D and E. Model B
can be preferred over C, D, and E. Model C can be preferred
over D and E. Medel D can be preferred over E. de] F can
be preferred over A, B, C, D and E. Considering R” adequacy,
Residual Mean 5guare Ratic criterion and Percentage Relative
Efficiency estimate, model B can be preferred over others.
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